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AAS 05-460 

ATTITUDE FILTERING ON SO(3) 
F. Landis Markley* 

A new method is presented for the simultaneous estimation of the attitude of a 
spacecraft and an N-vector of bias parameters. This method uses a probability 
distribution function defined on the Cartesian product of S0(3), the group of 
rotation matrices, and the Euclidean space W N  .The Fokker-Planck equation 
propagates the probability distribution function between measurements, and 
Bayes’s formula incorporates measurement update information. This approach 
avoids all the issues of singular attitude representations or singular covariance 
matrices encountered in extended Kalman filters. In addition, the filter has a 
consistent initialization for a completely unknown initial attitude, owing to the 
fact that SO(3) is a compact space. 

INTRODUCTION 

The extended Kalman filter (EKF) [l-q is the workhorse of real-time spacecraft attitude estimation. Since 
the group SO(3) of rotation matrices has dimension three, most attitude determination EKFs use lower- 
dimensional attitude parameterizations than the nine-parameter attitude matrix itself. The fact that all three- 
parameter representations of SO(3) are singular or discontinuous for certain attitudes [8] has led to extended 
discussions of constraints and attitude representations in EKFs [6,7,9-111. These issues are now well 
understood, however, and the EKF has performed admirably in the vast majority of attitude determination 
applications. Nevertheless, poor performance or even divergence arising from the linearization implicit in 
the EKF has led to the development of nonlinear filters, most recently sigma point or unscented filters 
[12-151 and particle filters [16-191. These filters have been shown to perform better than the EKF in some 
cases at the expense of increased computational cost. 

The optimal solution of the nonlinear estimation problem requires the propagation of the probability 
density function (PDF) of the state conditioned on the observation history [2, 191. All practical nonlinear 
filters are approximations to this ideal. Exact finite dimensional filters [21] can be found that solve some 
nonlinear problems by using the Fokker-Planck (or forward Kolmogorov) equation [2,20] to propagate a 
non-Gaussian PDF between measurements and Bayes’s formula [ 1,2] to incorporate measurement 
information. The filter we propose follows this pattern, but does not solve the nonlinear attitude filtering 
problem exactly. We refer to it as an orthogonal filter, because it represents the attitude by an orthogonal 
rotation matrix, rather than by some parameterization of the rotation matrix. The PDF is a non-Gaussian 
function defined on the Cartesian product of S0(3), the group of rotation matrices, and the Euclidean 
space RN of bias parameters. This filter entirely avoids questions about singularities of representations or 
covariance matrices arising in EKFs [6,7,9, 101 and unscented filters [15], and has the additional advantage 
of providing a consistent initialization for a completely unknown initial attitude, owing to the fact that 
SO(3) is a compact space. This approach is closely related to earlier work by Lo but has the advantage of 
including both process noise and parameters other than the attitude itself [22,23]. 
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The paper begins with a review of some well-known facts about Gaussian PDFs to establish notation and 
to provide a background for the orthogonal filter. Then we introduce our parameterization for the attitude- 
only PDF and discuss some of its properties. With this preparation complete, we turn to the specification 
of the PDF for the combined estimation of attitude and an N-vector of bias parameters. We discuss the 
measurement update of the PDF by Bayes's formula and the propagation of the PDF between measurements 
by the Fokker-Planck equation, deriving explicit formulas for a specific measurement model and a specific 
dynamic propagation model. We then investigate the Cram&-Rao lower bound on the covariance, which 
gives a useful estimate of filter performance [l]. We test the new algorithm in a simulation of an Earth- 
pointing spacecraft equipped with gyros and a three-axis magnetometer, and conclude by summarizing the 
pros and cons of the orthogonal filter. 

GAUSSIAN PDF 
Let x, denote an N-dimensional state vector at time t, and Y, denote the set of measurements up to and 
including time t,. Note that we will use Greek subscripts to denote time or measurement indices, to avoid 
confusion with Latin subscripts labeling matrix and vector components, and that we will be rather cavalier 
in distinguishing between random processes and their realizations. The Gaussian PDF with mean f,,, and 
positive definite covariance PPI, for xp conditioned on the measurements Y, is 

The negative-log-likelihood function JXrIYv (x) is given by 

(2) J ,  Iy (x) I i ( X -  f,,,) T PPlV(X -1 - fPIV)+ ... = i X T F $ , X -  $&x+ ... , 
P V  

where F', E 

omitted terms that are independent of x. The dependence on the measurement history Y, is not exhibited 
explicitly in the arguments of px,  lY, (x) and J X f l  lY, (x) , but is implicitly indicated by the subscripts p I v 

on the various parameters in the distribution. This PDF has $ N ( N  + 3) free parameters, i N ( N  + 1) in the 
information matrix and N in the vector 

is the positive definite information matrix and $,,, I PG$,lv . The ellipses denote 

, which contains information about the mean. 

There are three estimates of intewst: the conditional expectation 

- 
Xpl, E I xPxplY,(X)dNX 9 

RN 

the maximum a posteriori probability (MAP) estimate 

(3) 

and the minimum mean-square error (MMSE) estimate 

It is easy to see that all three estimates are identical and are equal to 2,,, for a Gaussian PDF. It is an 
interesting exercise to show that the Fokker-Planck equation and Bayes's formula lead to the usual Kalman 
filter propagation and measurement update for linear dynamics and measurement models, respectively [2]. 
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ATTITUDE PDF 

We define the PDF of the attitude pApIyv ( A )  so that pApIyv ( A ) d A  is the probability that the attitude 
matrix is in some volume dA in SO(3) around A. The volume element dA is defined by the Haar measure 
on S0(3), which is unique up to a multiplicative constant [24,25]. In parallel with the Gaussian case, we 
write the PDF in terms of a negative-log-likelihood function as 

The specification of the negative-log-likelihood function appeals to the Peter-Weyl Theorem, which states 
that a continuous function oh a compact Lie group can be uniformly approximated by a linear combination 
of the matrix elements of the unitary irreducible representations of the group [26-281. For the rotation 
group S0(3), these matrices are the (21 + 1) x (21 + 1) rotation matrices De for integer 1 [27,29], so we 
have 

where the c;,, are scalar coefficients. For numerical work, this series on SO(3) must be truncated at some 
finite C, in the same sense that equation (2) can be regarded as a Taylor series in x on PN truncated at 
order 2. A PDF in the form of equation (7), truncated at 1, = 2 , was first considered by Lo [22,23], who 
referred to it as an exponential Fourier density. We will truncate the series even more drastically at 
Cman = 1, but we will include both process noise and non-attitude bias parameters, neither of which was 
considered by Lo. The appendix contains some preliminary thoughts on extending the representation to 
L = 2 .  We prefer not to deal with the complex matrices De , so we write the truncated equation (7) as 

JAll Iyv ( A )  = - tr(BLlvA) + . . . , 

where BPI,, is a real 3x3 matrix and the ellipses denote terms independent of A that are determined in 
principle by the normalization of the PDF. We will see that it is not necessary to compute these terms. 

The unitary equivalence of equations (7) and (8) is established by the relations [29] Do = 1 and 

D'(A) = M{AM, , 

where MI is the unitary matrix defined by 

M ,  [p -i/JZ ; o -i/& "%I , 

(9) 

with the dagger denoting the Hermitian conjugate (transpose complex conjugate) matrix. 

All the information about the PDF is contained in the real 3x3 matrix BpIv, which has been known for 
some time to contain the correct number of free parameters to represent the mean and covariance of a state 
with three degrees of freedom, namely three parameters for the mean and six for the attitude covariance [30]. 
In fact, a filter based on equation (8) will look very much like Shuster's Filter QUEST [311. The 
representation of the PDF for spacecraft attitude given by equations (6) and (8) is completely free of 
singularities, discontinuities, or constraints. Shuster has pointed out another advantage of defining the PDF 
on the compact manifold of SO(3) rather than on some 3-dimensional Euclidean tangent space, namely that 
it allows us to represent a complete lack of attitude knowledge by a uniform probability distribution [32]. 
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It is possible to define three estimates in parallel with the Gaussian case. The conditional expectation 

does not provide a valid attitude estimate, however, because it is not an orthogonal matrix in general, i.e. it 
does not belong to SO(3). This has led to the erroneous belief that PDFs on non-Euclidean manifolds 
necessarily yield unphysical estimates [ l  11. In contrast to this, Oshman and Carmi [19] have emphasized 
that perfectly valid attitude estimates are provided by the MAP estimate 

and the MMSE estimate 

r -l 

Equation (13) employs the Frobenius norm, defined by 

There are many ways to find the MAP and MMSE estimates [33]. We will use the SVD method [34,35], 
which is not the most computationally efficient, but has excellent numerical stability and provides the 
greatest analytical insight. We find the MAP by performing the SVD of the matrix BFIv 

BPI, = USVT = U+S'V,' , 

where S is a diagonal matrix with non-negative elements in descending order of magnitude down the main 
diagonal, and where U and V are orthogonal, but not necessarily proper, matrices. The matrices in the right- 
hand member of equation (15) are defined by 

U+ = U diag([l, 1, det VI), V+ = V diag([l, 1, det VI), and S' = S diag([l, 1, det U det VI), (16) 

so that U+ and V+ are proper orthogonal matrices. Then the SVD method tells us that 

A p Y  = U+V,' = U diag([l, 1, det U det V])VT . 

The SVD method will return an attitude estimate for any BPI,, , but BPI, must have rank greater than one 

for the estimate to be valid. The MMSE estimate is found similarly from the SVD of & l v  : 

- --T Xplv = USVT = U+S'V+ 

and 
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We will now show that the MAP and MMSE estimates are identical in this case. Equations (8) and (15) 
give 

J A  Iy (A) = - tr(V+S’UTA) +. . . = - tr(S’UTAV+) +. . , = - tr(S’A’) + , , , 
P V  

with 

Then equation (1 1) gives 

A’ E UTAV+ 

A’exp[tr(S‘A’)+ ...]dA’ 

The invariance of tfK Haar measure allowed us to change the integration over dA to integration over dA’ , 

We can use any convenient parameterization for A’ to perform the integral, and we choose to use a 

quaternion [36,3TJ with vector part q and scalar part ; 

The square root singularity in this parameterization is of no concern, since the quaternion is only used as a 
dummy variable of integration, not as the filter’s attitude representation. The volume element in the 
quaternion parameterization, normalized so that SO(3) has unit volume, is [32] 

dA’ = a”(1- lqr)-y2d3q. 

It is clear from inspection of equation (23) that all the off-diagonal elements of the matrix integral in 
equation (22) vanish by symmetry in q. Comparison of equations (18) and (22) then shows that 

o + = U + ,  v+==.V+, and % = K - ~  Gexp[tr(S’A’)+ ...I( 1-lql) 2 -l/2d3 q for i= l ,2 ,3  (25) 
lq12 

and thus that equations (17) and (19) give 

Note that the normalization of the PDF enters into s’ , but not into the attitude estimate. 

ATTITUDE/PARAMETER PDF 

We now turn to the problem of simultaneously estimating the attitude and an N-dimensional vector of bias 
parameters. If these were independent, their joint PDF would just be the product of the PDFs of equations 
(1) and (6), so the negative-log likelihood function would be the sum of equations (2) and (8). This PDF 
would have i N(N + 3) + 9 free parameters. The joint PDF won’t have this simple form when the attitude 

and bias parameters are correlated, of course. An EKF for this problem would have i ( N  + 3)(N + 6) or 

i N(N + 3) + 3N + 9 parameters to describe the mean and covariance of the state with N + 3 independent 
components. The additional 3N parameters contain information about the correlations between the three 
attitude parameters and the N bias parameters. 
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The terms in a Gaussian EKF describing the correlations between the attitude parameters and the bias 
parameters are linear in the components of the bias parameter vector and in the components of the attitude 
parameter vector. The obvious generalization for the orthogonal filter is to include terms in the joint PDF 
that are linear in both the bias vector and the attitude matrix, which leads to the ansatz 

where 

As before, the ellipses denote terms that are independent of the state variables, i.e. of both A and x. Each 
BpIv, for k = 0,. . . , N is a 3x3 matrix independent of the state variables, so we have introduced 6N more 
parameters than are used by an EKF. This can be viewed as either an advantage, in that the orthogonal filter 
carries more information about correlations, or a disadvantage, since it increases the computational effort. 
The number of extra parameters for 1 I N S 18 obeys the relationship 

3 number of extra parameters in the orthogonal filter 24 - 
7 -  number of parameters in an EKF %. 

It is not easy to establish that the MAP and MMSE estimates are equal for the correlated problem, and it 
may not even be true. Therefore, we will concentrate on the more easily computed MAP estimates, which 
we will denote by carets. These are found by simultaneously satisfying the equations 

and 

with J A  Iy (A,xplv) given by equations (27) and (28). The attitude estimate is given by equations (15) 

and (17), remembering to use Bplv(&,). Defining a vector function qplv(A) with components given by 
P '  P v 

allows us to rewrite equation (31) as 

so the MAP estimate of the parameter vector is 

i p l v  = (~$v)-l[@plv +flplv(&v)l 

This problem can be solved by finding Aplv from the SVD of BpIv(&,) using some initial guess for 
i,,, , then updating gplV using equations (32) and (34), and iterating this procedure until it converges. The 
literature may suggest better ways to find this simultaneous minimum, however [ 3 8 4 ] .  
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MEASUREMENT UPDATE 

We will consider the measurement update before we consider the time propagation between measurements, 
since it is somewhat simpler. We assume that we have propagated the state to the time t,, using 
measurements up to the previous time rkl. The update of the PDF to incorporate the information in the 
measurement y,, is given by Bayes's theorem for probability densities [l,  21 

where py, ,A,,,xr (y, I A, x) is the PDF for the measurement conditioned on the pre-measurement state. The 

denominator of equation (35) only contributes terms independent of A and x, which are not needed to 
compute the MAP, so the update in terms of the negative-log-likelihood function is 

with the ellipses standing for omitted terms that are independent of A and x. 

The update can be performed exactly if the functional dependence on A and x of the right side of equation 
(36) is the same as the functional dependence of equation (27). If this is not the case, an approximation will 
be required. We will consider a specific example, but the method outlined can be extended in principle to 
quite general measurement models. Consider a measurement y,, of the ambient magnetic field by a triaxial 
magnetometer with a constant bias x,,, in the spacecraft body frame and with Gaussian measurement errors 
with measurement information matrix (inverse covariance) Fr . For this measurement model, 

T m  -1n[~y,IA,,,~,,(~p I A,x)I=+(Y, - m p - x x , )  Fp (Y, -xm) 
(37) = L  2 y , ~ P  T m y, ++x:F;x~ -$F;X, -(y, - x m )  T m  F, AH, ++H;A~F;AH,, 

where €I,, is the magnetic field in the coordinate frame to which the attitude is referenced. All the terms on 
the right side of this equation except the last are of the desired form. The last term is actually independent of 
A and x if F;" is a multiple of the identity matrix. If F;" is not a multiple of the identity matrix this term 
has C = 0 ,  C = 1 , and e = 2 parts [29]. Since the PDF does not contain an = 2 part, we must discard this 
part of the last term on the right side of equation (37), giving the approximation 

'HTATFFAH, 2 P  c- yP + tr(YzA). 

We evaluate the C = 0 part y, and the C = 1 part Y, by means of the relationships [32] 

The first of these equations follows from the normalization of the volume of S0(3), and the second reflects 
the orthogonality of the e = 0 and 1 = 1 irreducible representations of SO(3). The third uses the Kronecker 
delta symbol 6, and the fourth uses the Levi-Civita antisymmetric symbol qkm, defined by 
clZ = &Dl = ~ 3 1 2  = 1 ,  ~ 1 3 2  = ~ 3 2 1  = cZl3 = -1 , &gk = 0 if any two indices are equal. This gives 

and 
Y, = 3 A [ y ,  + tr(Y;A)]dA = $ A(HzATFFAH,)dA = 0 .  

so(3) so(3) 

The vanishing of Y, results from the antisymmetry of the Levi-Civita symbol and the symmetry of F; . 
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Substituting equation (37) into equation (36) and inserting equation (27) gives measurement update 

1 T x  x Fplpx - +;px - tr[Bilp (x)A] = 5 i T x  x FpIp-lx - $plp-lx T - tr[Bplp-l T (x)Al + xiFrxm 

- Y ~ F " X  P P  m - ( y p  -x , )~F;AH, ,  +..., 

where the ellipses indicating neglected terms independent of A (Le., having 4 = 0)  and x. The explicit 
update of the parameters in the PDF, assuming that the components of x,,, are the first three components in 
the bias vector x, follows from this: 

1 O3x(N-3)  

O(N-3)x3 O(N-3)x(N-3)  
F . p  = F.p-14- 

$Ip = $ d p - 1 +  
ON-3  

Bp1p.i = Bplp-1.i 

where e, denotes the coordinate axis unit vectors: 

x 

for i = 1,2,3 

(43) 

el =[I o olT, e2 = 10 1 OIT,  e3 = [O o 1 1 ~ .  (47) 

In the attitude-only case, the only update is given by equation (43, which is the same as in Shuster's Filter 
QUEST algorithm [3 13. 

PROPAGATION BETWEEN MEASUREMENTS 

We now turn to the procedure for propagating the PDF from time t,, to time tP1, i.e. for propagating 
l4 (A,x) to pA,,+l,xp+lly,, (A ,x )  . We use the Fokker-Planck partial differential equation (PDE) for the 

PDF, or actually an equivalent PDE for the negative-log-likelihood function, to derive ordinary differential 
equations for the parameters 4Yp , &, and Btlp,i in the PDF. The subscripts t I p are to convey the idea 

that these quantities will be integrated over t from t,, to tPl. We will, however, suppress many subscripts 
and arguments throughout this section to simplify the notation. 

PAP? a 

We begin by stacking the columns n, v, and w of the attitude matrix A in a nine-component vector x,, 

A=[uvw] and x A =  

Then we define the (N+g)-cornponent state vector 5 as 

where x, is the vector of measurement biases and & is a vector of dynamic biases. The Fokker-Planck 
equation is derived from the stochastic differential equation (SDE) [2,20,41] obeyed by the state vector 5 
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where dw is a Wiener process. Equation (50) should be considered as a Stratonovich SDE rather than as an 
It6 SDE for two reasons. First, solutions of a Stratonovich SDE, unlike those of an It6 SDE, obey the 
usual laws of calculus, including the product rule for differentiation. Thus the orthogonality constraint on 
A is preserved by a Stratonovich SDE, but would be violated by an It6 SDE. The second argument appeals 
to the Wong-Zakai theorem [2,41], which says that, as a rule of thumb, the Stratonovich SDE represents 
the unphysical white-noise infinite-bandwidth limit of finite-bandwidth noise. It is reassuring that all these 
issues with SDEs can be forgotten after we have derived the Fokker-Planck equation. 

The Fokker-Planck equation arising from the Stratonovich SDE given by equation (50) is [20] 

Substituting p = exp(-J) gives the PDE for the negative-log-likelihood function 

where the (N+9)-component vector g is defined by 

gi E YGik[%-G jk 2). a t j  
j ,k=l  

The left side of equation (52) is easy to evaluate; it is simply 

(53) 

where the dots denote time derivatives and the ellipses, as always, indicate terms independent of A and x 
that do not concern us. Evaluating the right side of equation (52) requires the specification of a dynamic 
model for 5 .  We will choose the model of a spacecraft provided with three-axis rate information from gyros 
satisfying Farrenkopf‘s noise model, with the gyro dynamics used in place of an Eulerian dynamics model 
of rigid body motion [6,42]. The techniques we apply to this particular model can be generalized to other 
dynamic models, as was the case for measurement modeling. 

The attitude matrix obeys the SDE 
dA = -[dex]A 

where the cross-product matrix is defined as 
0 -r3 r2 

[rx]= r, o 
[-r2 q 

and the infinitesimal rotation vector is given by 

(55) 

The three-dimensional vectors cog and xd are the gyro rate output vector and the dynamic bias vector, a 
vector of gyro drift biases for this dynamic model. The Wiener process dw, is the gyro drift rate noise 
process. The gyro drift rate biases are assumed to obey the SDE 
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where dw, is the gyro drift rate ramp noise Wiener process . Using equation (a), equations (55) and (57) 
can be put in the vector form 

dXA =-rzde=rz[(X, -CO,)dt+G,dw,], 

where 
r A  E [ [ux] [vx] [wx] 3. 

Now we assume that the measurement bias parameters obey an equation analogous to equation (58) 

dx, = G,dw,, 

to arrive at a state dynamics equation in the form of equation (50) with 

=[ O;; 1- Gi[0(N-3)x3 Gm 

rzk-a,)  ‘ i G v  ‘3x(N-3) o(:zx3], [:I] 
O3x3 O3x(N-3) ‘u  

and dw= dw, , 

It will be convenient to stack the columns of the matrices BflpL,i for i = 0, ..., N in nine-component 

vectors bi, in the same way as equation (48) stacks the columns of A, and to define the 9xN matrix 

S = [ b l  b, 1 . .  bN]. 

This allows us to write the negative-log-likelihood function as 

with the partial derivatives with respect to the attitude vector 

-=- aJ (bo +Bx) 
&A 

(59) 

and with respect to the bias vector 

where qplv(A) is defined by equation (32). We are now prepared to evaluate the right side of equation (52) 
one term at a time. 

because ti does not appear in the ith row of rA. The next term is 

Using the definitions of rA , bo,  !B , and Bplv(x) shows that c has the components 

Ci = tr(B&(x)[ei x]A} for i = 1,2, 3. (70) 
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The fact that the ith row of G does not depend on ti allows us to write the vector g as 

Writing 

ri Q V ~ A  O3x(N-3)  0 3 x 3  
O(N-3)x3 Qm O ( N - 3 ) x 3 ] - [  - r z Q v r ~  O3xN Qb ] 9 

O N x 3  
0 3 x 3  O3x(N-3)  Qu 

with the customary process noise power spectral density matrices defined by 

Qv = GvGF, Q,,, = GmGL, and Q,, G,,GT, 

and using equations (65), (66), and (69) gives 

and 

(73) 

Because ti d&s not appear in the ith row of r A  , the first term on the right side of equation (76) can be 
written as 

where differentiating equation (69) shows that r, is constructed from the columns of B,,,(x) in the same 
way that equation (60) constructs r A  from the columns of A. Then matrix multiplication gives 

r,rI = 13x3 tr[&p (XI1 - AB,;p (x) * 

The second term on the right side of equation (76) can also be simplified, so the right side is 

)( 13x3 tr Qv - Qv )AI + * tr(Qb4';v 1 - 
Putting all these terms together and omitting terms that depend neither on A nor on x gives 

(79) 

-+{CT QvC+[grlp +IIplv(A)- &TpxlTQb [$,I, +IIpiv(A)- f Z p X l ] + * * * *  (80) 

We must find approximations for three of the terms in the expansion of the right side of this equation 
because their functional dependence on A and x does not agree with any of the terms on the left side. 
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Equation (70) shows that the first term on the right side of equation (80) is quadratic in x and linear in A. 
We expand x about its expectation it,, to write this term as 

omitting the subscript t I p on 2,. We approximate A by &, in the last term in this equation, 

introducing errors of order Ix - irIpr IIA - 
side of equation (80) 

. This gives the approximation to the first term on the right 

(xd - = tr { m:p(x ) [ (% - cog 1x1) + tr { &p( i t lp ) [ (xd  - a d )  X I }  + (xd - id ) T Z t l p  ( x  - if,,), (82) 

where Zt lp  is the 3W matrix 

( z t l p  )ij = tr ( [e ,  xl i t lp  ~ $ p ,  j ) 9 (83) 

The term *e' QvC on the right side of equation (80) is quadratic in both x and A since C is linear in both 
of these variables. We begin analyzing this term by writing as 

We approximate A by Alp in the last term in this equation and use equation (83) to give 

with errors of order Ix - iclllA - &pl l  . The symmetry of the matrix i t l p B & ( i r l p )  = U+S'U,' causes 

vanish when x = %,,, and A = AIlp, though, so the approximation 

to 
A 

has errors on the same order of magnitude as the approximation in equation (82). The first term on the right 
side of equation (86) is quadratic in A,  so we approximate it as in the measurement update by 

3 ' C tr{~~p(~tlp)[ejxlA)tQ~)ijtr{~~p(~~lp)[e~xlA} yIy +tr(yTA)* (87) * i ,  j = 1  

For the MAP estimator, we only need to compute the C = 1 part Y, , which is given by equation (39) as 

(yv)m =t  ,E <Q,>, I ~,ntr {B:p( i t lp ) [e i  x ~ ~ ) t r { ~ T p ( f t l p ) [ e j  X I A } ~  
3 

w=1 SO(3) 

3 

=.!. 4 . .  I: (Q,), {Lei x ~ ~ t i p ( i t i ~ ] ~ ~  { [e j  x ~ ~ t i ~ ( i t ! p ) ] ~  ~ w ~ ~ t ~ .  
w , k , C , p , q = l  
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The term i q i l v ( A ) Q b  q p l v ( A )  on the right side of equation (80) is quadratic in A,  so we approximate it as 

Equating terms with the same dependence on A and x on the two sides of equation (80) with the above 
approximations for the first three terms on the right gives the final propagation equations for the parameters 
in the PDF, assuming that the components of xd are the last three components in the bias vector x: 

for i = N - 2, N - 1, N , (94b) 

where zrlpc,i is the ith column of Z r l p .  The first two terms on the right side of equation (93) give the 
propagation of Filter QUEST with a fading memory [31] ,  and equation (94) is similar. The interesting new 
terms in the orthogonal filter are the nonlinear coupling terms in these equations. 

AN ASIDE 

Aside from the approximations we made, one objection can be raised to the derivation of the Fokker-Planck 
equation. Computing partial derivatives with respect to x, implicitly assumes that these parameters can be 
varied independently, but independent variations of these parameters takes A out of SO(3). To assuage these 
fears, the derivation was repeated with the quaternion ray representation of the attitude [l 11 

which guarantees that A is an orthogonal matrix for any independent variations of q and q4, and with the 
(N+4)-component state vector 

e[;]. 
This derivation also yielded equation (SO), with considerably more effort. 
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COVARIANCE 

None of the computations in the orthogonal filter requires a covariance matrix. This is a disadvantage in 
practice, since the orthogonal filter provides no natural way to per€orm a data-independent covariance 
analysis, as is straightforward in an EKF. We can, however, compute the Cramkr-Fbo lower bound on the 
covariance from the Fisher information matrix [ll. 

The most useful form of the covariance matrix is in terms of the covariance of a vector 8 of infinitesimal 
rotation emrs and the vector i E x - f,,, of bias errors. We write the attitude matrix as 

expanding the exponential and approximating the true attitude by its estimate. Substituting this into 
equation (27), using equation (B), and expanding gives 

JA,,,x,, IY, (A,x) = $ iTF$vf 4- iclvF&i - *$vi + tr{B$(iplv)[e xl‘&v} 
N N 

- j=l c j”;. t r ~ $ l ~ ,  j&v) + j=l c z j  tr{B,TlV,j[e X I & ~ I  - 3 t r ~ ~ ~ l v ~ i , l v ~ ~ e ~ ~ 2 ~ p l v ~  + . . ., 

where constant terms and terms of higher than second order have been omitted. Evaluating the second-order 
partial derivatives of this negative-log-likelihood function gives the Fisher information matrix 

where Zdy is the matrix defined by equation (83). The attitude information matrix F,B,,, is given by 

$Iv = 13x3 tr[&l~;p(%p)I- ~ r l p ~ i q ~ r l p )  

where the SVD has been used to obtain the second equality. The partitions of the covariance matrix 

The information matrix and covariance matrix only depend on the skew parts of the matrices ~ p l v B ~ l v ,  , so 

only on three independent linear combinations of the elements of This shows that the covariance 

does not contain all the information in BpIv,i, as we noted earlier. It is impossible to know which linear 

combination of the components of Bpi,,, appears in the covariance without knowing ApIv, however. 
CI 
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With the dynamic model of equation (55) and (57), the (N+3)-component state vector [7] 

obeys the linearized SDE 
d c = F e d t + G d w ,  

with 

Gm O(N-3)X3 3 (107) 1 Gv O3x(N-3)  O3x3 

0 3 x 3  03X(N-3)  0 3 x 3  O3x3 O3x(N-3)  G~ 

The covariance of this state vector 6 obeys the propagation equation 

ptlp = Wlp + 4 , p T  + GGT ' 

4Ip = -Frp - FTFrlp - FrlpGGT Frlp * 

so the Fisher information matrix, the inverse of the covariance, obeys 

Then the partitions of the information matrix propagate as 

(111) 

It is reassuring that equation (112) is identical to equation (91) of the orthogonal filter. It is also interesting 
that propagation moves the information down from Z'$,, to Z r l p  and then from Z r l p  to 4Tp. This is 

exactly opposite to the covariance propagation, in which the errors propagate up from to Ptt; and then 

from 
the attitude time dependence provides information about the biases. 

PROPAGATION OF THE MAP ESTIMATES 

to . This counterintuitive behavior can be explained by the observation that knowledge of 

Since the MAP estimation of the attitude is an orthogonal matrix, its derivative must be given by 

Arlp = - [&,Ip X14lp 

[hfIpxl=-~lpti;p =-(U+V,'+U+V,'~V+U,' = u + ( [ o ~ x l + [ o y x I ) u , ' >  

for some angular velocity vector brlp that is to be determined. Substituting equation (17) gives 

where 
T '  ' T  [q, x] - U+ U+ and [av X] = -V+ V+ . 

This is equivalent to the vector equation 
@ I p  = U+(ou  + ov) . 
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Differentiating equation (15) and using equation (1 15) gives 

B f l p ( i r l p ) = U + ( - [ O ,  XIS'+$-S'[O, XI)V,T. 

 XI E &p B:p(gr lp ) -  B r l p ( k r l p ) Z p  9 

If we now define the vector j3 by 

we find after a little algebra that 

[u,'px] = S'[(O, + O y ) X ]  + [(Oa + O,)X]S' = s'[u,TOrlpxl+ [u,TOrlpxls' . 
But this means that 

u,'$ = ( z ~ ~ ~  trS'- s ' ) u T O ~ ~ ~  
or 

The first two terms are given by equations (93) and (94), and differentiating equation (34) gives 

%rip ( G p ) - ' f l r i p  + Q A p  . ( 123) 

after substitutions from equations (91) and (92). Putting all this together gives, after several cancellations, 

N 

i=l 
&p(%p)  = {-[(Og - %)XI - i(13x3trQv - Qv)} Brlp($flp)  + C [(&yp)-'fltlpliBtlp, i + y v  + yb * (1%) 

We now make two simplifying assumptions. We first assume that the gyro drift rate process noise is 
isotropic, Le. that Q, = 0,"Z3,, , so that 

i(13x3trQv -Qv)=0,"13x3 =Qv 

and 
Y, = $0," adjB:p(kr,p). 

where adj(.) denotes the classical adjoint [35]. We also assume that Qb is diagonal, so that 
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Substituting into equation (121) then yields 

where P$ is given by equation (102). Substituting these results back into equation (123) gives 

We see that the orthogonal filter includes effects that are ignored by the EKF, which has &y = as - i d  

and iy = 0, with the dynamic model of equations (50) and (62). It is worth noting that the extra term in 
equation (131) bears no resemblance to the extra term found in a second-order Kalman filter [7]. 

ALGORITHM SUMMARY 
The equations of the orthogonal attitude filter can be simply summarized. The parameters 

Brip,i specify the PDF. A priori values of Fi0 and %,,, are needed to initialize the filter. Then 

, Orlp, and 

OOlO = G o  io10 

and 

Bolo,j for i = 1, ... , N . ( 1 35) 

If there is no a priori attitude estimate, Bolo,, is also initialized to zero. If there is an initial attitude 

estimate &lo with inverse covariance F;,, Bolo,, is initialized to [30] 

~ O I O , ,  = [:(t'Go)13x3 - G O ] & I O  - 
MAP attitude and bias estimates are found by iteratively solving the following equations: 

usvT = 

iplv = U diag([ 1, 1, det U det V])VT , 

(136) 

(137) 
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.,? ,. . 

For the case of attitude determination using a triaxial magnetometer, x,,, is a vector of magnetometer biases 
(assumed to be in the first three components of x), and measurement information is incorporated by 

1 O3x(N-3)  

O(N-3)x3  O(N-3)x(N-3)  

for i = 1,2,3 

for i > 3, 

where y ,  is the measurement of the ambient magnetic field, F r  is the inverse covariance of the assumed 
Gaussian measurement errors, H ,  is the magnetic field in the coordinate frame to which the attitude is 
referenced, and the coordinate axis unit vectors e, are defined by equation (47). 

For attitude propagation using the gyro-sensed attitude rate vector cog the body frame, xd is a vector of gyro 
drift biases in the body frame (assumed to be in the last three components of x), and the parameters in the 
PDF are propagated between measurements by 

(147) 

where Q, and Qb are process noise power spectral density matrices defined by equations (72) and (731, 

( z t l p  10 = ( z t lp ,  j )i = tr( [e, x 1 i 1 p  ~ $ p ,  j )  9 (149) 

and where Y v  and v b  are given by equations (88) and (90) in the general case, or by equations (125) and 
(126) with some simplifying assumptions about the process noise. 
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NUMERICAL EXAMPLE 

We test this algorithm for a spacecraft in a circular orbit about the Earth with inclination 35 deg and radius 
6775.19 km. All orbit perturbations are ignored, giving purely Keplerian motion. The spacecraft is assumed 
to maintain its body x (roll) axis along the velocity vector, its body z (yaw) axis along the nadir vector, and 
its body y (pitch) axis along the negative orbit normal. Then the orbit period is 92.5 minutes and the 
spacecraft angular velocity in the body frame is exactly 

o = -(2~/5550) e, d s e c .  

These parameters approximate those of NASA’s Tropical Rainfall Measuring Mission (TRMM) spacecraft 
[43]. The Earth’s magnetic field is modeled by a tilted dipole [MI, which for our circular orbit gives 

( 150) 

where Ho is 25.54 pT, r,,, is a unit vector pointing from the center of the Earth to the spacecraft, and 

sin e,,, sin a,,, 
m = sine,,, ma,,, ” [ W s e m  ] 

gives the direction of the Earth’s dipole, with 0, = 168.6 deg and a,,, = a, + r x 4.178 x 
orbit, attitude, and magnetic field models are very crude, but they suffice for our purposes. 

deg/sec. These 

Magnetometer measurements are simulated with a bias of + 0.5 pT and zero-mean white noise with a 
standard deviation of a, = 0.5 pT on each axis. Actual magnetic field errors have systematic components 

[45], but these are not relevant to the present filter comparisons. The filter uses FF = o,~Z,,, and 
Q,,, = 03x3, since the magnetometer biases are assumed to be constant. The first measurement was 
simulated when the spacecraft crossed the ascending node, when the angle between the spacecraft x axis and 
the equatorial plane is 35 deg, the orbit inclination. 

The spacecraft is assumed to have three-axis rate-integrating gyros that output an incremental angle vector 
0 7  . The RIGS are modeled with initial biases of + 0.1 deg/hr , drift rate noise of a,, = 0.3 

and drift rate ramp noise of a, = 3 x lo4 pad/sec3’* on each axis, which are like the TRMM gyros. The 

filter uses Q,, = 0:Z3x3 and Q,, = 0 2 1 ~ ~ ~ .  The true gyro drift rates are simulated at discrete times by 

where the components of nu are independent zero-mean normally distributed random variables with unity 
standard deviation. The true gyro incremental angle outputs are simulated by 

where o is given by equation (150) and the components of n, are also independent zero-mean normally 
distributed random variables with unity standard deviation. Equations (153) and (154) give biases and ‘ 

incremental angle outputs with variances and correlations that are consistent with equations (57) and (58). 
The gyros are assumed to be read out at the measurement processing rate, so we assume the constant rate 

(155) -1 RIG 
o g  = @p+l - $1 ep+1,p 7 

to propagate the PDF between the measurements at times t p  and fp+ l .  
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The simulation was performed using MATLAB@ and its differential equation integrator ODE23. The initial 
attitude estimate at the time of the first measurement had the z axis along the nadir vector and the x axis in 
the equatorial plane, which means that the initial attitude estimate has a 35 deg yaw error. The initial 
estimates of the gyro drift bias and magnetometer bias were set to zero. The PDF was initialized with 
information equivalent to standard deviations on each axis of 40.5 deg in attitude, 0.1 deg/hour in the IRU 
drift biases, and 0.5 pT in the TAM biases. Iterations of equations (137)-(140) were terminated when 

A?'F$"A? < lo4 (156) 

where A? is the change in the estimate of the bias state in successive iterations. Using tighter tolerances 
on the iteration convergence or different numerical integrators had no significant effect on the results. 

Figure 1 shows the estimation results using the full orthogonal filter described by equations (134)-(149). 
Figure 2 shows the estimation results using the same filter except that the last term is deleted from the 
right side of equation (147). The results shown in Figures 1 and 2 are very close for the first 150 minutes of 
the simulation; the attitude estimates agree to within 0.01 deg, the IRU drift bias estimates to within 0.01 
deg/hour, and the TAM bias estimates to within 1 nT. The pitch attitude estimates shown in Figure 1 are 
more accurate than those in Figure 2 at later times, but the estimator with Yb included becomes unstable in 
roll and yaw. This behavior probably results from the approximations required to derive equations (91)-(94) 
from equation (80). It is possible that retaining the I = 2 contribution neglected by equation (89) would 
stabilize the orthogonal filter, at the expense of increased complexity. Further investigation shows that only 
the skew-symmetric part of the product i t lpYi causes the divergence. The approximation in equation (87) 

turns out to be harmless because illpYT is symmetric, as was pointed out below equation (127). 

The same simulated data were used in an EKF employing the same measurement and process noise 
assumptions and the same initial conditions. The EKF, like the orthogonal filter, converges to useful 
estimates in about one orbit (92.5 minutes), a typical convergence time for magnetometer-only attitude 
estimation [45]. Because the EKF is a linearized algorithm, its estimates differ from those of the orthogonal 
filter at early times when the estimation errors are large. The EKF estimates agree quite well with those 
shown in Figure 2 at later times, however; the differences after 150 minutes being less than 0.003 deg in 
roll and yaw, 0.05 in pitch, 0.01 deg/hour in IRU drift bias, 1.5 nT in roll and yaw TAM bias, and 8 nT in 
pitch TAM bias. The smaller pitch estimation errors in Figure 1 compared to Figure 2 allow us to hope 
that the orthogonal filter would be more accurate than the EKF if its instability could be corrected. 

CONCLUSION 

The filter presented in this paper solves for the attitude matrix directly, along with an N-dimensional vector 
of bias states, by means of a new parameterization of the probability density function (PDF) of the 
combined attitudelbias state on the Cartesian product of SO(3) and BN . The negative-log-likelihood 
function, the negative of the logarithm of the PDF, is expressed as a quadratic function of the biases and, in 
parallel with the QUEST algorithm, a linear function of the attitude matrix. Maximum a posteriori 
probability estimates of the attitude matrix and the bias parameters are found by minimizing the negative- 
log-likelihood function. This filter can thus be seen as a generalization of the filter QUEST algorithm. 

The filter uses Bayes's formula to incorporate measurement information, and it can accommodate more 
general measurement models than filter QUEST, in principle. The attitude matrix, which is equivalent to 
the lowest order I = 1 nontrivial irreducible representation of S0(3), is adequate for the simple measurement 
model considered in this paper, but more realistic measurement models may require the 1 = 2 irreducible 
representation to be included in the PDF, at the expense of increased computational complexity. 

This filter uses the Fokker-Planck equation to propagate the PDF between measurements, so it incorporates 
process noise with more fidelity than does filter QUEST. The nonlinear Fokker-Planck equation introduces 
process-noise-dependent corrections to the implicit propagation of the estimates of the attitude and biases 
that are not considered by the extended Kalman filter. 
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Because the Fokker-Planck equation is quadratic in the negative-log-likelihood function, it also introduces 
the higher-order P = 2 irreducible representation into the propagation. This order is not included in the 
PDF, so it must be ignored. Unfortunately, the resulting filter diverges without an ad hoc modification, and 
the modified filter performs no better than the extended Kalman filter. The neglect of the P = 2 terms is the 
most probable cause of the problem, so it is possible that adding e =  2 terms to the PDF would cure the 
instability. If P = 2 terms are included in the PDF, however, the nonlinear Fokker-Planck equation will 
introduce P = 3 and e = 4 terms that would have to be ignored. It appears that no PDF including a finite 
number of irreducible representations of SO(3) can provide an exact solution of the Fokker-Planck equation, 
and it remains to be seen if a consistent convergent algorithm can be found. 
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APPENDIX: THE ROTATION MATRIX D2(A)  

We would like to find a relationship similar to equation (9) for D2(A). Consider the real 6x6 matrix 

with 

1 A13All A11A12], [ A21A31 A22A32 A23A33 

A32A33 A33A31 A31A32 AllA21 A13A23 

A22A23 A23A2, A21A22 and Ru = f i  A31A11 A32A12 &A13 , 

where A is a member of SO(3). It is easy to see that 

R ( A ~ )  = R ~ ( A )  

and it can be shown by direct computation that R(A) is a (reducible) representation of SO(3): 

R(AA’) = R(A)R(A’). 



rhese two properties taken together show that R(A)  is an orthogonal matrix, and it is not difficult to show 
that 

& [u3x] diag(8) 

[Ox1 
R(exp[-ex]) = exp 

where u3 is the unit vector 

u3 E (l/fi)[l, 1, 1IT . 

Substituting equation (9) into 

where Cj!zm denotes the Clebsch-Gordan (or Wigner) coefficient [27,29], and exercising the symbolic 

manipulation capabilities of Mathematics@ gives the desired relation between D2(A)  and R(A): 

where 

The matrix M2 obeys the relations 

-1/2 0 1/& 0 -1/2 

1/2 0 l/& 0 1/2 

0 0 -2/& 0 0 

o i /Jz o i/& o 
0 1/& 0 - 1 / d  0 

-i/& o 0 o i /Jz  

Where 

is the basis for the one-dimensional null space of M i .  The orthogonality of A can be used to show that u6 

is an eigenvector of R(A)  with unity eigenvalue: 

which leads to the relationship 

R(A)  = M2D2(A)Mi  + u6uz, 

showing that R(A)  contains l = 0 and l = 2 components, but no l = 1 component. 
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An C = 2 contribution to the real negative-log-likelihood function can be written in terms of a 5x5 array 
of complex coefficients as 

Ji$,  = i tr[Yi=2D2(A)] = tr[Yi,,MlR(A)M21 = 4 tr[dR(A)], 

where 

is a 6x6 array of real coefficients. Because Ntu6 = 0, , this array obeys the constraints 

which mean that it has the 25 independent parameters appropriate to an C = 2 representation of SO(3). 
Violation of the constraints causes no problem; it merely mixes a superfluous C = 0 term into the 
negative-loglikelihood function. 

Now we use these results to represent the term ignored by the approximation of equation (38), which is 

where 3/ and F" are the symmetric traceless matrices 

Using the symmetry of 3/ and F" , equation (A16) can be represented in the form of equation (A 13) with 

where 

(A18a) 

Note that 0 obeys equation (A15), because 3/ and P" are traceless. The neglected terms in equations (87) 
and (89) can be similarly represented as C = 2 terms. 
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